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SYSTEM AND PROCESS FOR IMPROVED
SAMPLING FOR PARALLEL LIGHT
TRANSPORT SIMULATION

CLAIM OF PRIORITY

This application claims priority to provisional patent appli-
cation Ser. No. 61/591,801, filed Jan. 27, 2012, and which is
hereby incorporated by reference.

BACKGROUND

Graphical rendering is the computer implemented process
of'generating images from simulated models in a scene, and is
typically performed by software executed by one or more
processors in a computing system. Of paramount importance
in proper graphical rendering is effectively representing the
behavior of light in the generated images. As such, various
techniques have been developed to accurately and efficiently
simulate the transport of light within the field of computer
graphics rendering. Conventionally, the transportation of
light may be simulated by light transport simulation engines,
consisting of software and/or hardware that may employ one
or more modeling techniques to model the behavior of light
particles in an image.

One such modeling technique is known as ray tracing,
which aims to simulate the natural flow of light, interpreted as
particles, by tracing rays in light transport paths. Often, ray
tracing methods involve using a class of numerical algorithms
known as Monte Carlo methods that rely on repeated random
sampling to compute their results. Even more recently, sam-
pling techniques using low discrepancy sequences have been
developed which are often preferred over random sampling,
as they ensure a more uniform coverage and normally have a
faster order of convergence than simulations using random or
pseudorandom sequences (such as simulations generated
using Monte Carlo methods). Methods based on low discrep-
ancy sequences are known as quasi-Monte Carlo methods,
and applications involving such methods are known as quasi-
Monte Carlo applications.

A particular application of ray tracing is known as path
tracing, which attempts to simulate the physical behavior of
light as accurately as possible. One such path tracing tech-
nique utilizes “Sobol’ sequences” (also called (t, s)-se-
quences in base 2), a widely used low discrepancy sequence
in quasi-Monte Carlo applications. These sequences use a
base of two to form successively finer uniform partitions of
the unit interval, and then reorder the coordinates in each
dimension.

According to a popular technique of path tracing, sampled
points are created by exploiting the stratification properties of
the Sobol” sequence and transforming the points accordingly.
While its construction is very efficient, it is known that low-
dimensional projections of the Sobol” points can reveal cor-
relation patterns, especially for rather small subsets of the
sequence. Applied to problems with low-dimensional struc-
ture, such as light transport simulation, these correlation pat-
terns can unfortunately become visible as transitionary but
distracting artifacts, particularly during progressive simula-
tion. While itis guaranteed that the artifacts vanish, they do so
slowly. These problems are due to correlations in low-dimen-
sional projections of the Sobol’ sequence. Although consid-
erable research and effort has been dedicated to improving the
Sobol’” sequence, issues in light transport simulation remain.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that is further described below in
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the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter.

Embodiments of the claimed subject matter are directed to
methods and systems that allow for deterministic parallel low
discrepancy sampling, which can be efficiently processed,
and are effective in removing transitionary artifacts that occur
in low-dimensional projections generated in low discrepancy
sequences for computer-implemented graphics rendering
processes and systems. Embodiments of the present invention
further provide improvements upon the low-dimensional pro-
jections and thus the visual quality when using the Sobol’
sequence for image synthesis. The claimed embodiments not
only preserve the advantages of deterministic parallelization,
but improve upon the performance and simplicity of sampling
as well, by avoiding most of the matrix multiplications
encountered with the original Sobol” sequence.

According to an embodiment, a method is provided which
applies scrambling to randomize sets of enumerated points
for sampling within a computer graphics system or method of
rendering. According to an embodiment, scrambling of a
point set is performed with permutation polynomials. In fur-
ther embodiments, the permutation polynomials may consist
of quadratic permutation polynomials. Correlation artifacts
that would typically arise from the application of the Sobol’
sequence are removed by the scrambling according to these
embodiments.

According to another embodiment, a method is provided
which uses rank-1 lattices wherein the second component of
the rank-1 lattice sequence is scrambled such that the com-
ponent coincides with the radical inverse of a Sobol’
sequence. The method may be used within computer imple-
mented graphics rendering systems or methods of rendering.
As scrambling a point set does not affect its order of conver-
gence, the above algorithm converges for suitable choices of
a generator vector. Improved images may be rendered using a
two-dimensional Sobol’ sequence provided by such an
embodiment to sample an image plane. Further dimensions of
an image plane sample may be determined by components of
a rank-1 lattice sequence.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of this specification, illustrate embodiments
of the invention and, together with the description, serve to
explain the principles of the invention:

FIG. 1 depicts a flowchart of an exemplary computer-
implemented process for processing sampled points in an
image plane, in accordance with various embodiments of the
present invention.

FIG. 2a depicts a flowchart of a first exemplary sample
point sequence performed in a computer-implemented pro-
cess for processing sampled points in an image plane, in
accordance with various embodiments of the present inven-
tion.

FIG. 24 depicts a flowchart of a second exemplary sample
point sequence performed in a computer-implemented pro-
cess for processing sampled points in an image plane, in
accordance with various embodiments of the present inven-
tion.

FIG. 3 depicts a flowchart of an exemplary scrambling
computer-implemented process performed for a sample point
sequence, in accordance with various embodiments of the
present invention.
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FIG. 4 depicts a block diagram of a general purpose com-
puter system, upon which embodiments of the present inven-
tion may be implemented and/or performed.

FIG. 5a depicts an exemplary graphical output generated
with path tracing using the respective point sequences at an
earlier time in a progression, in accordance with various
embodiments of the present invention

FIG. 5b, depicts an exemplary graphical output generated
with path tracing using the respective point sequences at a
later time in the progression, in accordance with various
embodiments of the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to several embodi-
ments. While the subject matter will be described in conjunc-
tion with the alternative embodiments, it will be understood
that they are not intended to limit the claimed subject matter
to these embodiments. On the contrary, the claimed subject
matter is intended to cover alternative, modifications, and
equivalents, which may be included within the spirit and
scope of the claimed subject matter as defined by the
appended claims.

Furthermore, in the following detailed description, numer-
ous specific details are set forth in order to provide a thorough
understanding of the claimed subject matter. However, it will
be recognized by one skilled in the art that embodiments may
be practiced without these specific details or with equivalents
thereof. In other instances, well-known processes, proce-
dures, components, and circuits have not been described in
detail as not to unnecessarily obscure aspects and features of
the subject matter.

Specifically, portions of the detailed description that follow
are presented and discussed as mathematical formulas. These
formulas are provided for illustrative purposes, and it is
understood that the claimed subject matter is not limited to
these formulas, and that embodiments are well suited to alter-
nate expression.

Portions of the detailed description that follow are also
presented and discussed in terms of a process. Although steps
and sequencing thereof are disclosed in figures herein (e.g.,
FIGS. 1-3) describing the operations of this process, such
steps and sequencing are exemplary. Embodiments are well
suited to performing various other steps or variations of the
steps recited in the flowchart of the figure herein, and in a
sequence other than that depicted and described herein.

Some portions of the detailed description are presented in
terms of procedures, steps, logic blocks, processing, and
other symbolic representations of operations on data bits that
can be performed on computer memory. These descriptions
and representations are the means used by those skilled in the
data processing arts to most effectively convey the substance
of their work to others skilled in the art. A procedure, com-
puter-executed step, logic block, process, etc., is here, and
generally, conceived to be a self-consistent sequence of steps
or instructions leading to a desired result. The steps are those
requiring physical manipulations of physical quantities. Usu-
ally, though not necessarily, these quantities take the form of
electrical or magnetic signals capable of being stored, trans-
ferred, combined, compared, and otherwise manipulated in a
computer system. It has proven convenient at times, princi-
pally for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
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these quantities. Unless specifically stated otherwise as
apparent from the following discussions, it is appreciated that
throughout, discussions utilizing terms such as “accessing,”
“writing,” “including,” “storing,” “transmitting,” “travers-
ing,” “associating,” “identifying” or the like, refer to the
action and processes of a computer system, or similar elec-
tronic computing device, that manipulates and transforms
data represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such information
storage, transmission or display devices.

Improved Low Discrepancy Sampling

Embodiments of the present invention are directed to pro-
vide methods that allow for deterministic parallel low dis-
crepancy sampling, which can be processed efficiently, and
are effective in removing transitionary artifacts that occur
when sampling low-dimensional projections of low discrep-
ancy sequences. The claimed subject matter not only pre-
serves the advantages of deterministic parallelization, but
improves upon the performance and simplicity of sampling as
well, by avoiding most of the matrix multiplications encoun-
tered with the Sobol” sequence. Embodiments of the present
invention and their benefits are further described below.

The embodiments of the present invention, as described
herein, is based on the concept of elementary intervals and the
Sobol’ sequence. As recited herein, the Sobol’ sequence may
comprise a (t,s)-sequence, which in turn may be a sequence of
(0 um,s)-nets.

As recited herein, an elementary interval in base b may be
expressed as an interval of the form

2 < 2 <

s

cpi=[ ] ot (py+ D [0, 1
=1

E(py, ...

for Ospj<b"4' and integers d,20.

As recited herein, for integers O<t=m, a (t, m, s)-net in base
b may comprise a point set of b™ points in [0, 1)* such that
there may be exactly b’ points in each elementary interval B
with volume b*™.

As recited herein, for an integer t=0, a sequence ?0,
X,, . . . of points [0, 1)" is a (t, s)-sequence in base b if, for all

integers k=0 and m>t, the point set ?kb’", cees Y(,Hl)b’"_l isa
(t, m, s)-net in base b.
Sample Point Processing

FIG. 1 depicts a flow diagram 100 of a process for process-
ing sampled points in an image plane within a graphics ren-
dering system. Steps 101-109 describe exemplary steps com-
prising the process 100 depicted in FIG. 1 in accordance with
the various embodiments herein described. In one embodi-
ment, the process 100 is implemented in whole or in part as
computer-executable instructions stored in a computer-read-
able medium and executed in a computing device. In still
further embodiments, process 100 may be performed during
a graphics rendering process, performed by a rendering
engine executed by a processor, such as a graphics processing
unit (GPU).

Atstep 101 of FIG. 1, a partitioned image plane is received.
In one embodiment, the image plane is partitioned into a
plurality of partitions, each partition comprising a plurality of
points of data. In one embodiment, the image plane may be
generated by, and received from, a graphical rendering
engine, for example. At step 103, one or more partitions of the
plurality of partitions in the image plane are selected for
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sampling. This selection may be automated, and performed
by the graphical rendering engine.

Atstep 105 of FIG. 1, a sampling point sequence is elected
from a plurality of sampling point sequences to be used for
generating sampling points from the data comprised in the
partition selected at 103. In one embodiment, the sampling
point sequence may be eclected from a scrambled point
sequence or a hybrid point sequence that combines a (t,s)-
sequence (such as a Sobol” sequence) and a rank-1 lattice
sequence. Electing the sampling point sequence may be per-
formed automatically, e.g., one sequence may be automati-
cally selected over the other. Alternatively, the sampling point
sequence may be randomly selected, or manually (pre)-con-
figured. In still further embodiments, both sampling point
sequences may be used to generate sampling points from one
or more partitions of the plurality of partitions in the image
plane.

At step 107, sampling points for the partition(s) are gener-
ated according to the sampling point sequence(s) elected at
step 105. In one embodiment, these sampled points may be
generated according to a scrambled (t,s)-sequence, or a
hybrid sequence combining a (t,s)-sequence with a lattice
sequence, or both. Finally, at step 109, the generated sampling
points are processed. Processing the generated sampling
points may be performed in parallel for multiple partitions,
using the same or a different sampling point sequence. Pro-
cessing the generated sampling points may be used to trace a
transport path of a light particle during light transport simu-
lation performed during graphical rendering, for example.
Scrambled Low Discrepancy Sequence

FIG. 2a depicts a flow diagram of a scrambled point
sequence performed in a process for processing sampled
points in an image plane. Steps 201¢-205a describe exem-
plary steps, which may be performed during step 107 of
process 100, and depicted in FIG. 1. In further embodiments,
steps 201a-205a may be performed during the election, at
step 105, of a scrambled point sequence to be used for gen-
erating sampling points in a partition.

At step 2014, data points in the partition are enumerated as
sample points. Enumeration may be performed by, for
example, using a quasi-random low discrepancy sequence,
such as a (t,5)-sequence in base b. In one embodiment, a
Sobol’ sequence is the quasi-random low discrepancy
sequence used. At step 2034, a scrambling method is selected.
In one embodiment, the scrambling method may be selected
from a plurality of scrambling methods, either automatically
(e.g., as a default, randomly, or according to a heuristic), or
manually (e.g., pre-configured).

Finally, at step 205aq, the sampling points enumerated at
step 201a are scrambled according to the scrambling method
selected at step 203a. Scrambling may be performed accord-
ing to a variety of scrambling methods (a plurality of which
may be selected from at step 203a), depending on the particu-
lar embodiment. An exemplary process for scrambling is
described below with respect to FIG. 3.

Hybrid (T, S)- and Rank-1 Lattice Sequences

FIG. 26 depicts a flow diagram of a hybrid point sequence
performed in a process for processing sampled points in an
image plane. In an embodiment, rank-1 lattices and rank-1
lattice sequences may be added to previously described
embodiments as the hybrid point sequence to combine the
advantages of enumerating (t, s)-sequences in elementary
intervals with the efficient generation of rank-1 lattice
sequences. Steps 2015-2055 describe exemplary steps which
may be performed during step 107 of process 100, and
depicted in FIG. 1. In further embodiments, steps 20156-2055
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may be performed during the election, at step 105, of a hybrid
point sequence to be used for generating sampling points in a
partition.

At step 2015, data points in the partition are enumerated as
sample points. Enumeration may be performed by, for
example, using a quasi-random low discrepancy sequence,
such as a (t, s)-sequence in base b. In one embodiment, a
Sobol’ sequence is the quasi-random low discrepancy
sequence used. At step 2035, one or more dimensions of the
quasi-random low discrepancy sequence used in step 2015 is
selected. In the foregoing examples, a low discrepancy
sequence is provided for illustrative purposes. As described
below, the low discrepancy sequence may comprise a two-
dimensional Sobol” sequence. Finally, at step 2055, a path of
the sampled points enumerated at step 2016 by the quasi-
random low discrepancy sequence may be traced by sampling
dimensions of the path using a rank-1 lattice sequence.

In one embodiment, the n points x; of an s-dimensional
rank-1 lattice may be expressed as:

L,L,g{x; = égmodl:i:O, ...,n—l}c [0, 1y

and may be generated by a suitable vector gelN °. In one
embodiment, Rank-1 lattices L, , may be expressed in
Korobov form, and use generator vectors of the restricted
form g=(1, a, a%, . . . a" %),

A rank-1 lattice may be extended to a rank-1 lattice
sequence by replacing the fraction i/n the rank-1 lattice with
a radical inverse sequence (e.g., a van der Corput sequence)
@, in base b. From this, the rank-1 lattice sequence may be
expressed as:

L% ={x;=®,(i)-g mod 1:7eM g} = [0,1)°

in the sense that forany meN , the first b™ points X, . .
are a rank-1 lattice L,~ . Thereby the radical inverse
sequence @, mirrors the b-ary representation of an integer i at
the decimal point

<o Xpm_y

@, o= njo.1)

i= Z; a;(hb' - Z; a (Dbt
J= J=

where a (1) denotes the j-th digit of the integer i represented in
base b.

In an embodiment, an improved image may be rendered
using the two-dimensional Sobol” sequence (®,(1), P, (1))
to sample the image plane. All further dimensions of an image
plane sample may be calculated as the components @,(i)g,
mod 1 of arank-1 lattice sequence, such as the above provided
example. The improvements over the conventional Sobol’
sequence manifest in the disappearance of correlation arti-
facts. Except for the second dimension, these points coincide
with a rank-1 lattice sequence as defined above.

In one embodiment, ®,, is a (0, 1)-sequence and each con-
tiguous block of b™ points is a (0, m, 1)-net in base b. As a
consequence, the integer parts of such a (0, m, 1)-net multi-
plied by b are a permutation. If now b and g, are relatively
prime, then for such a (0, m, 1)-net the integers g,| b"®,(i)]
mod b™ mod form a permutation, too. Hence ®@,(i)g; mod 1 is
a (0, 1)-sequence in base b. Therefore a permutation exists
that maps the elements of any (0, m, 1)-net of @,(i)g, to
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D,,(1) and consequently @, (i) and @,(i)g; mod 1 are
scrambled versions of each other.

The above expression thus uses a rank-1 lattice sequence,
whose second component is scrambled such that it coincides
with the radical inverse according to a Sobol’ sequence. As
scrambling a point set does not affect its order of conver-
gence, the above algorithm converges for suitable choices of
the generator vector g. As provided, any component @ ,(i)g;
mod 1 of a rank-1 lattice sequence is a (0, 1)-sequence, if b
and g, are relatively prime. As a consequence, any number of
dimensions of a (t, s)-sequence in base b, whose components
are (0, 1)-sequences can be combined with any number of
dimensions of a rank-1 lattice sequence as long as b and g, are
relatively prime. It therefore is possible to reduce the sam-
pling rate of any component by a factor of b™ by just using an
index of the form |i/b™| instead of i.

For a simple example from image synthesis by path trac-
g,

f@, ndidx =

[0,1)*
n-l
L1 . . 2 N3
lim — E F(@2(8), Dspp (D), Do(Li/2" Na"mod 1, &, (Da” mod 1,
n—sco 1l
i=0

., Oy (Da*mod 1)

The above example uses the Sobol” sequence for sampling the
image plane, samples the time by @,(|i/2™]) a*> mod 1 using
a factor of 2™ less instants in time than path samples, and
samples the remaining dimensions of a path using a rank-1
lattice sequence.

The components of each point of the sequence can be
considered elements from a linear congruential pseudo-ran-
dom number generator. The ensemble of all points according
to such an approach is deterministic and can achieve low
discrepancy, while conventional hybrid sequences typically
relied on random numbers that cannot achieve such a level of
uniformity and thus potentially converge slower.

Finally, the example emphasizes the increased processing
efficiency, because instead of computing matrix vector prod-
ucts for digital sequences, only one multiplication and
modulo operation is required to compute the next component
of a point. In addition, the hybrid sequences can be aug-
mented by scrambling as described above.

In the rendering application as described above with
respect to FIG. 2, a two-dimensional Sobol’ sequence is used
to sample an image plane. Compared to a conventional Sobol’
sequence in two dimensions, there exist much more uniform
point sets. However, the two-dimensional Sobol’ points are
unique (up to their order of enumeration). Therefore improve-
ments cannot rely on the digital construction and must use
more general permutations: It is known that scrambling very
often improves the uniformity of digital (t, s)-sequences and
in fact such permutation based constructions are provided by
the claimed subject matter.

Point Sequence Scrambling

FIG. 3 depicts a flow diagram of a scrambling process
performed on a sample point sequence, in accordance with
embodiments of the claimed subject matter. Steps 301-305
describe exemplary steps which may be performed during
step 205a described above and depicted in FIG. 2a.

As recited, steps 301-305 describe exemplary steps for
scrambling points in a volume H=[0, 1)*, along each spatial
dimension. At step 301, the volume H is partitioned into b
equal volumes H,, H,, . . ., H, along the current coordinate.

20

25

35

40

45

50

8

At step 303, the volumes are permuted. Finally, at step 305,
for each volume H,, the procedure using H=H,, is recursively
repeated. Due to the finite precision of computer arithmetic,
the scheme becomes finite and for M digits the algorithm can
be expressed as follows:

Given the j-th component U,%'=,0. U, o u, 2 M(’) of
the i-th pomt of a point sequence its scrambled version
VP2=,0.v,,Pv 9 v, M ) is determined by applying
permutatlons to the digits

(J) )]

=7 (u)

(J) (J) (ujz)

where the k-th permutation from the symmetric group S, of
all permutations over the set {0, . .., b-1} depends on the k-1
leading digits of u, k(’) The mapplng is bijectiveon [0, )N,
because the inverse ul k(’) of any v, % found by recurswely
computing u, 9= (w0, v m(’)) 1(V .

Scrambhng has been used conventlonally to randomize
point sets in order to allow for variance estimation. Conven-
tional scrambling implementations often rely on explicitly
storing permutations or scrambling matrices. According to
embodiments of the claimed subject matter, however, scram-
bling permutations rt by permutation polynomials are used
instead. According to an embodiment, a polynomial may be
expressed as:

geF [x]:F,_F,

Ny, =gn)

and is a permutation polynomial of F, if {yo, v,, . . .,
yq 1} F

Improvements to a synthesized image may be established
by sampling the image with a Sobol” sequence and using a
permutation polynomial to compute x%, while Vi’k(j):ui’k(j)
for k>1. In further embodiments, the permutation polynomi-
als may be implemented as quadratic permutation polynomi-
alsonF_ for q being a power of 2. The correlation artifacts are
removed by scrambling, while the t parameter and thus the
order of convergence remain invariant.

Exemplary Computing Device

As presented in FIG. 4, an exemplary system for imple-
menting embodiments includes a general purpose computing
system environment, such as computing system 400. In its
most basic configuration, computing system 400 typically
includes at least one processing unit 401 and memory, and an
address/data bus 409 (or other interface) for communicating
information. Depending on the exact configuration and type
of computing system environment, memory may be volatile
(such as RAM 402), non-volatile (such as ROM 403, flash
memory, etc.) or some combination of the two. The process-
ing units may be reconfigurable devices, such as one or more
field-programmable gate arrays (FPGAs).

Computer system 400 may also comprise an optional
graphics subsystem 405 for presenting information to the
computer user, e.g., by displaying information on an attached
display device 410, connected by a video cable 411. Graphics
subsystem 405 may execute a computer graphics rendering
engine, such as a light transport simulation engine, used to
perform one or more of the processes described above with
respect to FIGS. 1-3. In alternate embodiments, display
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device 410 may be integrated into the computing system (e.g.,
alaptop or netbook display panel) and will not require a video
cable 411. In one embodiment, process 400 may be per-
formed, in whole or in part, by graphics subsystem 405 and
memory 402, with any resulting output displayed in attached
display device 410.

Additionally, computing system 400 may also have addi-
tional features/functionality. For example, computing system
400 may also include additional storage (removable and/or
non-removable) including, but not limited to, magnetic or
optical disks or tape. Such additional storage is illustrated in
FIG. 4 by data storage device 404. Computer storage media
includes volatile and nonvolatile, removable and non-remov-
able media implemented in any method or technology for
storage of information such as computer readable instruc-
tions, data structures, program modules or other data. RAM
402, ROM 403, and data storage device 404 are all examples
of computer storage media.

Computer system 400 also comprises an optional alphanu-
meric input device 406, an optional cursor control or directing
device 407, and one or more signal communication interfaces
(input/output devices, e.g., a network interface card) 408.
Optional alphanumeric input device 406 can communicate
information and command selections to central processor
401. Optional cursor control or directing device 407 is
coupled to bus 409 for communicating user input information
and command selections to central processor 401. Signal
communication interface (input/output device) 408, also
coupled to bus 409, can be a serial port. Communication
interface 409 may also include wireless communication
mechanisms. Using communication interface 409, computer
system 400 can be communicatively coupled to other com-
puter systems over a communication network such as the
Internet or an intranet (e.g., a local area network), or can
receive data (e.g., a digital television signal).

Exemplary Visual Comparison

As presented in FIGS. 5a and 554, exemplary graphical
comparison of progressive path tracing using a traditional
Sobol’” sequence (501a, 5015), a scrambled Sobol” sequence
using quadratic permutation polynomials according to
embodiments of the present invention (5034, 5035), and a
hybrid sequence comprising the Sobol” sequence extended by
a rank-1 lattice sequence according to embodiments of the
present invention (505a, 5056). FIG. 5a depicts the path
tracing using the respective point sequences at an earlier time
in the progression. FIG. 56, meanwhile, depicts the path
tracing using the respective point sequences at a later time in
the progression. As presented in FIG. 5a, transitionary struc-
ture artifacts that occur earlier during sampling under the
traditional Sobol” sequence (501q) are replaced by noise in
both the scrambled Sobol” sequence using quadratic permu-
tation polynomials (503a) and the hybrid sequence compris-
ing the Sobol’ sequence extended by arank-1 lattice sequence
(505a) at the same, respective time. As presented in FIG. 55,
the hybrid (50554) and scrambled sequences (5035) achieve
approximately the same performance later in the progression
as the traditional Sobol’ sequence (5015), which still exposes
the structured artifacts, as the schemes converge to the same.

Although the subject matter has been described in lan-
guage specific to structural features and/or processological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.
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What is claimed is:

1. A method for simulating light transport in a computer
graphics system, the method comprising:

selecting a partition from a plurality of partitions;

selecting a low discrepancy sequence corresponding to the

selected partition;

generating a plurality of sampling points comprised in the

partition based on the low discrepancy sequence; and
processing the plurality of sampling points,

wherein generating the plurality of sampling points com-

prises reducing the rate of sampling used during the
generating based on the low discrepancy sequence,

further wherein the low discrepancy sequence comprises a

(t, s)-sequence in base b.

2. The method according to claim 1, wherein the low dis-
crepancy sequence comprises inherent stratification proper-
ties.

3. The method according to claim 1, wherein the (t, s)-se-
quence in base b comprises at least one of:

a Sobol” sequence;

a Niederreiter sequence; and

a Faure sequence; and

a Niederreiter-Xing sequence.

4. The method according to claim 1, wherein the low dis-
crepancy sequence comprises applying deterministic scram-
bling to the (t, s)-sequence in base b.

5. The method according to claim 4, wherein the determin-
istic scrambling comprises the application of permutation
polynomials.

6. The method according to claim 5, wherein the permuta-
tion polynomials comprise quadratic permutation polynomi-
als.

7. The method according to claim 1, wherein the plurality
of'sampling points comprise a plurality of components ofa (0,
1)-sequence in base b.

8. The method according to claim 1, wherein the a rate of
sampling is reduced by a factor of b™.

9. The method according to claim 1, wherein the sampling
a set of the partition based on the low discrepancy sequence is
performed in parallel.

10. The method according to claim 1, wherein the low
discrepancy sequence comprises a hybrid sequence compris-
ing a plurality of samples enumerated by using a (t, s)-se-
quence and selected from a plurality of dimensions of the (t,
s)- by using a rank-1 lattice sequence.

11. The method according to claim 10, wherein the sam-
pling a set of the partition based on the low discrepancy
sequence to select a plurality of components comprises
reducing a rate of the sampling by a factor of b™.

12. The method according to claim 11, wherein a generator
vector of the rank-1 lattice sequence comprises a Korobov
form rank-1 lattice sequence.

13. A non-transitory computer readable medium contain-
ing program instructions embodied therein for causing a com-
puter graphics system to simulate the transportation of light,
the program instructions comprising:

instructions to select a partition from a plurality of parti-

tions;

instructions to select a low discrepancy sequence corre-

sponding to the selected partition;

instructions to generate a plurality of sampling points com-

prised in the partition based on the low discrepancy
sequence; and

instructions to process the plurality of sampling points,

wherein a rate of sampling corresponding to the instruc-

tions to generate the plurality of sampling points is
reduced based on the low discrepancy sequence.
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14. The non-transitory computer readable medium accord-
ing to claim 13, wherein the low discrepancy sequence com-
prises a (t, s)-sequence in base b.

15. The non-transitory computer readable medium accord-
ing to claim 14, wherein the (t, s)-sequence in base b com-
prises at least one of:

a Sobol” sequence;

a Niederreiter sequence;

a Faure sequence; and

a Niederreiter-Xing sequence.

16. The non-transitory computer readable medium accord-
ing to claim 13, wherein the low discrepancy sequence com-
prises applying deterministic scrambling to the (t, s)-se-
quence in base b.

17. The non-transitory computer readable medium accord-
ing to claim 13, wherein the deterministic scrambling com-
prises the application of permutation polynomials.

18. The non-transitory computer readable medium accord-
ing to claim 17, wherein the permutation polynomials com-
prise quadratic permutation polynomials.

19. The non-transitory computer readable medium accord-
ing to claim 13, wherein selected components of the low
discrepancy sequence comprise (0, 1)-sequences in base b.

20. The non-transitory computer readable medium accord-
ing to claim 13, wherein the instructions to process the plu-
rality of sampling points are performed in parallel.

21. The non-transitory computer readable medium accord-
ing to claim 13, wherein the low discrepancy sequence com-
prises a hybrid sequence comprising a plurality of samples
enumerated by using a (t, s)-sequence and selected from a
plurality of dimensions of the (t, s)- by using a rank-1 lattice
sequence.
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22. A computer system comprising:

a computer readable medium coupled to said processor and
containing program instructions responsive to execution
by the processor to implement sampling of for parallel
light transport simulation, the program instructions
comprising:

instructions to select a partition from a plurality of parti-
tions;

instructions to select a low discrepancy sequence corre-
sponding to the selected partition;

instructions to generate a plurality of sampling points com-
prised in the partition based on the low discrepancy
sequence; and

instructions to process the plurality of sampling points,

wherein a rate of sampling corresponding to the instruc-
tions to generate the plurality of sampling points is
reduced based on the low discrepancy sequence.

23. The computer system according to claim 22, wherein
the low discrepancy sequence comprises a (t, s)-sequence in
base b.

24. The computer system according to claim 22, wherein
the instructions to process the plurality of sampling points are
performed in parallel.

25. The computer system according to claim 22, wherein
the low discrepancy sequence comprises a hybrid sequence
comprising a plurality of samples enumerated by using a (t,
s)-sequence and selected from a plurality of dimensions of the
(t, s)- by using a rank-1 lattice sequence.
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